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Abstract 
Various semi-supervised learning methods have 
been proposed recently to solve the long-standing 
shortage problem of manually labeled data in sen-
timent classification. However, most existing stud-
ies assume the balance between negative and posi-
tive samples in both the labeled and unlabeled data, 
which may not be true in reality. In this paper, we 
investigate a more common case of semi-supervised 
learning for imbalanced sentiment classification. In 
particular, various random subspaces are dynami-
cally generated to deal with the imbalanced class 
distribution problem. Evaluation across four do-
mains shows the effectiveness of our approach. 

1 Introduction 
Sentiment classification aims to predict the sentiment polar-
ity of a text [Pang et al., 2002] and plays a critical role in 
many Natural Language Processing (NLP) applications [Liu 
et al., 2005; Wiebe et al., 2005; Cui et al., 2006; Lloret et al., 
2009]. Although supervised learning methods have been 
widely employed and proven effective in sentiment classifi-
cation in the literature [Pang et al., 2002], they normally 
depend on a large amount of labeled data, which usually 
involves high cost in labor and time. To overcome this 
problem, various semi-supervised learning methods are 
proposed to effectively utilize a small scale of labeled data 
along with a larger amount of unlabeled data [Dasgupta and 
Ng, 2009; Wan, 2009; Li et al., 2010].  

However, all the existing semi-supervised learning me-
thods assume the balance between negative and positive 
samples in both the labeled and unlabeled data, and none of 
them consider a more common case where the class distri-
bution is imbalanced, i.e., the number of positive samples is 
quite different from that of negative samples in both the 
labeled and unlabeled data. For clarity, the class with more 
samples is referred as the majority class (MA) and the other 
class with fewer samples is referred as the minority class
(MI). In fact, semi-supervised learning on imbalanced clas-
sification is rather challenging: at least, there exist two basic 

issues to be solved. On the one hand, imbalanced classifica-
tion requires a specifically-designed classification algorithm. 
Trained on the imbalanced labeled data, most classification 
algorithms tend to predict test samples as the majority class
and may ignore the minority class. Although many methods, 
such as re-sampling [Chawla et al., 2002], one-class classi-
fication [Juszczak and Duin, 2003], and cost-sensitive 
learning [Zhou and Liu, 2006], have been proposed to solve 
this issue, it is still unclear as to which method is more 
suitable to handle the imbalanced problem in sentiment 
classification and whether the method is extendable to 
semi-supervised learning. On the other hand, given the clas-
sification algorithm and the unlabeled data, which method is 
effective for capturing the inherent information in the unla-
beled samples to improve the performances? Unfortunately, 
the issue of semi-supervised learning on imbalanced data sets 
has not been carefully studied in the literature. 

In this study, we adopt under-sampling (a typical 
re-sampling approach) to deal with the imbalanced problem 
in sentiment classification due to its fine performance in our 
empirical study (A detailed comparative study can be found 
in Section 5.2). The under-sampling approach randomly 
selects a subset of the MA samples from the initial training 
data (the given labeled data) and then combines them with all 
the MI samples to form a new initial training set. Accordingly, 
given the new balanced initial training data, any existing 
semi-supervised learning method, such as co-training with 
personal/impersonal views [Li et al., 2010], can be used to 
make use of the unlabeled samples. However, one obvious 
limitation of such method is that under-sampling throws out 
many MA samples which might be useful for further 
semi-supervised learning. Therefore, to make better use of 
the given labeled data, we first perform under-sampling 
several times on the MA samples to obtain multiple subsets. 
Then the MA samples in each subset, together with all the MI
samples, form a set of initial training data. Finally, multiple 
sets of initial training data are used to train multiple classi-
fiers, which work together via an ensemble to select confi-
dent samples from the unlabeled data, in the same way as 
co-training. 

One key problem with co-training is that it makes a strong 
assumption that the two feature sets involved should be 
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conditionally independent given a class [Blum and Mitchell, 
1998]. Although some studies have been done to relax this 
assumption with weaker ones [Balcan et al., 2005], a basic 
intuitive requirement, that the involved classifiers should be 
different enough from each other, should be met so that they 
can complement each other. Note that the initial training data 
for each classifier contains the same MI samples. Another 
problem is that, as more and more samples from the labeled 
data are iteratively picked to train the involved classifiers, the 
difference between the involved classifiers may become 
smaller and smaller during the co-training process. Therefore, 
to guarantee the diversity of the involved classifiers, we 
propose a novel random subspace generation method to dy-
namically generate two feature subspaces in training two 
individual classifiers given one set of the training data. 

The remainder of this paper is organized as follows. Sec-
tion 2 overviews the related work in semi-supervised senti-
ment classification as well as imbalanced classification. 
Section 3 discusses the task of imbalanced sentiment classi-
fication. Section 4 presents our approach of semi-supervised 
learning for imbalanced sentiment classification. Section 5 
evaluates the experimental results. Finally, Section 6 draws 
the conclusion and outlines the future work. 

2 Related Work 
This section gives a brief overview of the related work in 
both semi-supervised sentiment classification and imbal-
anced classification.  

2.1 Semi-supervised Sentiment Classification 
Generally, sentiment classification methods can be catego-
rized into three types: unsupervised [Turney, 2002], super-
vised [Pang et al., 2002], and semi-supervised [Sindhwani 
and Melville, 2008]. Compared to supervised and unsuper-
vised methods, semi-supervised methods for sentiment clas-
sification become more and more popular due to their making 
use of both the labeled and unlabeled data. This paper mainly 
focuses on semi-supervised methods for sentiment classifi-
cation. 

One kind of semi-supervised methods for sentiment clas-
sification is to utilize prior lexical knowledge in conjunction 
with the labeled and unlabeled data. For example, Sindhwani 
and Melville [2008] jointly analyzed the sentiment of doc-
uments and words based on a bipartite graph representation 
of the labeled and unlabeled data while Li et al. [2009] em-
ployed some simple update rules to make use of 
tri-factorization of the term-document matrix. It is rather 
common that such methods require a high-quality lexicon 
with the polarity of words properly defined. 

Another kind of semi-supervised methods for sentiment 
classification is to employ some bootstrap techniques, such 
as self-training [Yarowsky, 1995] and co-training [Blum and 
Mitchell, 1998]. Among them, co-training has been proven 
more effective than self-training [Wan, 2009; Li et al., 2010]. 
The key issue of applying co-training is to find a suitable set 
of different views. For instance, Wan [2009] regarded two 
different languages (i.e., English and Chinese) as two views 
while Li et al. [2010] considered personal and impersonal 

texts as two views. This paper employs the co-training tech-
nique and generates different views from random feature 
subspaces. 

Among others, Dasgupta and Ng [2009] integrated various 
methods, such as spectral clustering, active learning, trans-
ductive learning, and ensemble learning, in semi-supervised 
sentiment classification.  

To our best knowledge, no existing semi-supervised me-
thods consider the class imbalance problem in sentiment 
classification.  

2.2 Imbalanced Classification 
Imbalanced classification, as a challenging learning problem, 
has been widely studied in several research areas, such as 
machine learning [Kubat and Matwin, 1997], pattern recog-
nition [Barandela et al., 2003], and data mining [Chawla et al., 
2004], at either data level or algorithmic level [Chawla et al., 
2004].  

At the data level, different forms of re-sampling, such as 
over-sampling and under-sampling, are proposed. Specifi-
cally, over-sampling aims to balance the class populations 
through replicating the MI samples [Chawla et al., 2002] 
while under-sampling aims to balance the class populations 
through eliminating the MA samples [Barandela et al., 2003; 
Yen and Lee, 2009].  

At the algorithmic level, specific learning algorithms, 
such as cost-sensitive learning, one-class learning, and en-
semble learning [Juszczak and Duin, 2003; Guo and Viktor, 
2004; Zhou and Liu, 2006], are proposed. For more details, 
please refer to the comprehensive survey by He and Garcia 
[2009]. 

However, all the existing studies on imbalanced classifi-
cation only focus on supervised imbalanced classification. 
Until now, there are no semi-supervised methods reported on 
imbalanced classification. 

3 Imbalanced Sentiment Classification 
Given the training data including n�  positive samples and n�

negative samples, most of the existing studies assume the 
balance between the number of positive samples and the 
number of negative samples, i.e., n n� �� , which may not 
hold in real applications. Normally, there are more samples in 
one class than the other class in the training data. i.e., 
n n� ���  or n n� ��� .

To better understand the imbalanced class distribution 
problem in sentiment classification, let us examine a popular 
data set collected by Blitzer et al. [2007]. This data set con-
tains four domains, each of which consists of 1,000 positive 
and 1,000 negative documents. In fact, this balanced data is 
not the real collection from websites but is extracted from 
another data set1 with more documents. We re-collect all 
documents of these four domains from the original data set 
and show their real class distributions in Table 1. As we can 
see in Table 1, all the class distributions are imbalanced, with 

1 The data is from multi-domain sentiment dataset v2.0.  
http://www.seas.upenn.edu/~mdredze/datasets/sentiment/ .
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the imbalanced ratios ( /n n� � ) ranging from 3 to 8. Interest-
ingly, the number of negative samples is normally much 
smaller than that of positive samples, largely due to two 
reasons: (1) people tend to publish their opinions on popular 
products, which are more likely positive; (2) there may exist 
many flaunt positive reviews from the product companies 
and dealers. Although there may exist some flaunt negative 
reviews from opponents, the number is much less. In this 
sense, negative reviews may be more valuable than positive 
reviews for potential buyers. 

Domain n� n� /n n� �

Book 425,159 58,315 7.29 
DVD 69,175 11,383 6.08 

Electronic 15,397 4,316 3.57 
Kitchen 14,290 3,784 3.78 

Table 1: Class distributions of positive and negative samples 
across four typical domains 

One straightforward way to handle imbalanced classifica-
tion is applying a re-sampling method, which balances the 
positive and negative classes either by over-sampling the MI 
samples or by under-sampling the MA samples. In particular, 
random under-sampling has empirically been shown to be the 
most effective re-sampling method for dealing with imbal-
anced classification [Japkowicz and Stephen, 2001] and thus 
adopted in this paper. 

4 Semi-supervised Learning for Imbalanced 
Sentiment Classification 

This paper employs the co-training technique in 
semi-supervised learning for imbalanced sentiment classifi-
cation. In particular, different views are generated from 
random (feature) subspaces.

4.1  Random Subspace Generation 
Random Subspace Generation (RSG) is an ensemble tech-
nique proposed by Ho [1998]. Assume 1 2( , ,..., )nX X X X� the
training data and iX  a m-dimensional vector 

1 2( , ,..., )i i i imX x x x� , described by m features. RSG randomly 
selects r ( r m� ) features and thus obtains an r-dimensional 
random subspace of the original m-dimensional feature space. 
In this way, a modified training set 1 2( , ,..., )S S S S

nX X X X�
consisting of r-dimensional samples 

1 2( , ,..., )i
s S S S

i i irX x x x� ( 1,..., )i n� is generated. Normally, multi-
ple classifiers (called subspace classifiers) can be first con-
structed in random subspaces SX  using modified training 
sets and then combined using a simple majority voting 
strategy for supervised learning [Ho, 1998] or employed to 
select confidently unlabeled samples using a co-training 
technique in semi-supervised learning [Wang et al., 2008]. 

In sentiment classification, a document is usually modeled 
as one bag-of-words and represented as a vector of features, 
each of which is measured using the weight of the corre-
sponding word (also called term) 1( ,..., )mt t with m the number 
of terms. For the r-dimensional random subspace, only r
terms are utilized to generate the feature vector. In our im-

plementation, half of the features are randomly selected to 
generate a subspace (i.e., / 2r m� ) to keep a decent per-
formance of the subspace classifiers. In particular, we ran-
domly select half of the features to train one subspace clas-
sifier and leave the remaining half to train another subspace 
classifier. 

4.2  Semi-supervised Learning with Dynamic Sub-
space Generation 

As mentioned in Section 3, under-sampling is an effective 
way to handle imbalanced classification. Given the balanced 
initial training data after under-sampling, random subspace 
generation can naturally be applied to generate two subspace 
classifiers in co-training. 

The major problem of the above technique is that it dis-
cards many potentially helpful MA samples. To fully utilize 
the training data, we iteratively perform under-sampling 
without duplication until there are not enough samples to 
form a set of balanced MA and MI samples [Liu et al., 2009]. 
As a result, multiple sets of initial training data are available 
and each data set is employed to generate two subspace 
classifiers.  

Input:
Labeled data L containing n� positive and n� negative samples; 
Unlabeled data U

Output: 
    Automatically labeled sample set A
Procedure: 
    (a) Initialize A � 	
    (b) Perform under-sampling K times to get K sets of balanced 

initial training data with (int) ( / )K n n� ��

(c) Loop for N iterations:  
        c1) Initialize the sample set B � 	 which contains the most 

confidently labeled samples in each iteration 
         c2) For i =1 to K:

         c2-1) Generate random two subspaces of the whole 
feature space 

c2-2) Train two subspace classifiers 1iC  and 2iC with
the i-th set of the initial training data 

         c2-3) Use 1iC  and 2iC to select one positive and one 
negative sample with most confidence, and put 
them into B

c3) Put all samples in B into each set of the initial training data 
c4) A A B� �

Figure 1: Co-training with Multiple Under-sampling and Dynamic 
Subspace Generation

However, since all these subspaces have the same MI
training data at first, the MA training data may become more 
similar when more unlabeled data are added. Therefore, 
instead of using only one set of subspaces, we dynamically 
generate the two subspaces during the iteration process in the 
co-training algorithm. Figure 1 illustrates the whole algo-
rithm. For clarity, we refer to random subspace generation 
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with only a fixed subspace splitting as static subspace gen-
eration while the one with dynamically-changing subspaces 
as dynamic subspace generation. The difference between 
these two methods lies in the position of Step (c2-1). If Step 
(c2-1) is moved before c), the dynamic subspace generation 
algorithm becomes a static one. 

Basically, there are two main advantages of our dynamic 
strategy over the static strategy in generating random sub-
spaces. First, the dynamic strategy makes the involved sub-
space classifiers quite different from each other even when 
the training data becomes similar after some iterations. 
Second, considering that the most helpful features (e.g., 
sentimental words) for sentiment classification usually ac-
count for a small portion, it is possible that one random 
subspace might contain few useful features. When this hap-
pens in the static strategy, the corresponding subspace clas-
sifier will perform badly in selecting correct samples from 
the unlabeled data. This makes semi-supervised learning fail. 
In comparison, the dynamic strategy can avoid this phe-
nomenon.

5 Experiments
In this section, we will systematically evaluate our 
semi-supervised learning proposal for imbalanced sentiment 
classification on the data collection as described in Section 3. 

5.1  Experimental Setting 
The data collection consists of four domains: Book, DVD, 
Electronic, and Kitchen2. For each domain, we randomly 
sample an initial training data with 100 negative samples, 
keeping the same imbalanced ratio as the whole data. That is 
to say, the numbers of positive samples in the four domains 
are different. For example, as the imbalanced ratio of the 
Book domain is 7.29, the number of the positive samples is 
around 729 (100
 7.29). For the test data in each domain, we 
randomly extract 400 negative samples and 400 positive 
samples and leave all the remaining samples as the unlabeled 
data in semi-supervised learning.  

 Positive Prediction Negative Prediction 
Positive 

class 
True Positive (TP) False Negative (FN)

Negative 
class 

False Positive (FP) True Negative (TN)

Table 2: Confusion matrix for a two-class problem 

Table 2 illustrates the basic performance measures built 
over a 2
 2 confusion matrix, where TP and TN denote the 
number of correctly classified positive and negative samples, 
while FP and FN denote the number of misclassified positive 
and negative samples, respectively. We adopt the popular 
geometric mean = rate rateG - mean TP TN
 , where 

/( )rateTP TP TP FN� �  is the true positive rate (also called 
positive recall or sensitivity) and /( )rateTN TN TN FP� �  is the 

2 This dataset is freely available for research purpose. For details, 
please contact the corresponding author. 

true negative rate (also called negative recall or specificity). 
One advantage of G-mean is that it maximizes the accuracy 
of each of the two classes in order to balance both classes at 
the same time [Kubat and Matwin, 1997].  

Besides, the Maximum Entropy classifier implemented 
within the Mallet3 tool is adopted (except the one-class and 
cost-sensitive classifier as described in Section 5.2), and the 
features are unigram words with Boolean weights. 

5.2 Experimental Results 
Supervised Learning for Imbalanced Sentiment Classi-
fication  
In this subsection, we report the performances of supervised 
methods for imbalanced sentiment classification (The unla-
beled data is not involved). For thorough comparison, vari-
ous kinds of supervised methods are implemented including:
1) Full-training: using all the training data for training.  
2) Over-sampling: performing over-sampling by ran-

domly selecting the MI samples.  
3) Under-sampling: performing under-sampling by ran-

domly selecting the MA samples.  
4) One-class classification: performing one-class classi-

fication [Juszczak and Duin, 2003] with lib-SVM tool4.
5) Cost-sensitive classification: performing 

cost-sensitive classification [Zhou and Liu, 2006] with 
lib-SVM tool. The cost weight for a MA sample is set to 
the imbalanced ratio between the MI and MA samples in 
each domain while the cost weight for a MI sample is 1. 

Figure 2 shows the performance of these supervised me-
thods on the four domains. It shows that almost all the spe-
cifically-designed methods outperform full-training.
Among them, under-sampling always performs best while 
the other methods are more likely to classify test samples as 
the MA class and thus perform badly in terms of G-mean.

Figure 2: Performances of different supervised methods for imbal-
anced sentiment classification 

Semi-supervised Learning for Imbalanced Sentiment 
Classification 
In this subsection, we report the performance of our 
semi-supervised method for imbalanced sentiment classifi-
cation. Since the unlabeled data are imbalanced while the 
selected samples in each iteration are balanced, we can 
hardly perform co-training until all unlabeled data are au-
tomatically labeled (there are not enough balanced data for 

3 http://mallet.cs.umass.edu/  
4 http://www.csie.ntu.edu.tw/~cjlin/libsvm/ 
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selection). Instead, we only run 50 iterations and record the 
corresponding results. For comparison, we also give the 
results of two baselines. One is to use only one set of bal-
anced initial training data and then perform co-training with 
two random subspaces. This method is denoted as coTrain-
ing-underSampling in Figure 3. The other is to use all sets but 
only use fixed subspaces (static subspace generation method). 
This method is denoted as coTraining-Static in Figure 3. 

Figure 3: Performances of different semi-supervised methods on 
imbalanced sentiment classification 

In Figure 3, we can see that our approach (coTrain-
ing-Dynamic) robustly outperforms under-sampling and the 
two baselines in all the four domains. Since these methods 
involve random selection of samples, we run 10 times for 
them and find that the improvements over under-sampling 
and the two baselines are significant with paired t-test (at the 
0.05 level). 

Comparison with the State-of-the-Art  
For comparison, we implement a state-of-the-art 
semi-supervised method for sentiment classification, as 
proposed by Li et al. [2010], which employs personal and 
impersonal views in co-training. In particular, we employ it 
in static subspace generation. Figure 4 illustrates the superi-
ority of our semi-supervised method due to its effectively 
adapting to semi-supervised learning on imbalanced data.  

Figure 4: Comparison with the State-of-the-Art [Li et al. 2010] 

6 Conclusion 
In this paper, we address semi-supervised learning for im-
balanced sentiment classification. We first adopt un-
der-sampling to generate multiple sets of balanced initial 
training data and then propose a novel semi-supervised 
learning method based on random subspace generation which 
dynamically generates various subspaces in the iteration 
process to guarantee enough variation among the involved 
classifiers. Evaluation shows that our semi-supervised me-
thod can successfully make use of the unlabeled data and that 
dynamic subspace generation significantly outperforms tra-
ditional static subspace generation. 

To the best of our knowledge, this is the first work that 
systematically addresses the imbalanced class distribution 
problem in sentiment classification, especially under 
semi-supervised learning. 

In this study, we only focus on the imbalanced problem in 
the initial labeled data. Questions as to how to build a stop 
criterion in controlling the iteration number in co-training 
and how to make full use of the unlabeled data in the majority 
class still remain great challenges in our future study. 
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